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Introduction
This document contains the preliminary requirements for future versions of MPEG-I part 2. The intention is to add these requirements to the next revision of the Requirements for MPEG-I part 2, N16773. It is understood that this still requires significant work.

[bookmark: _Ref478976417]Requirements for Part 2 (OMAF)
In this Section 2, “Specification” shall mean any future version(s) of the Format for Omnidirectional Media (MPEG-I Part 2), planned for publication after the first version of this specification.

Requirements on composition of the virtual environment
The specification shall support the overlaying of multiple videos, such that their ordering (foreground, background) is clear.
The specification shall support (alpha) transparency in videos
The Specification shall support parallax, where the user perceives parallax consistent with head motion. 
Parallax shall be support for monoscopic and stereoscopic video
Requirements on spatial alignment in the virtual environment
The specification shall support spatial alignment of 360° videos that have the same 3DOF coordinate system.
The specification shall support spatial alignment of 360° videos that have different static 3DOF coordinate systems.
The specification shall support spatial alignment of 360° videos that have different time-varying 3DOF coordinate systems.
The specification shall support spatial alignment of rectangular video that contains OMAF 360° video.
The specification shall support spatial alignment of rectangular video with an OMAF region of interest on a sphere (great circles, small circles).
The specification shall support spatial alignment of rectangular video onto a rectangular area in a virtual environment that does not correspond with an OMAF region of interest.
The specification shall support spatial alignment of a rectangular video with a 360° video with proper placement, (vertical) orientation and size.
The specification shall support spatial alignment of 3D audio objects in a 360° video.
The specification shall support the spatial alignment of audio objects with media played out in a virtual environment.
The specification shall support the spatial alignment of an audio object from another user with the video representation of that other user in the virtual environment.
Requirements on spatial alignment in the physical environment
The specification shall support conveying scene-description metadata about the spatial alignment of a user and a camera in the physical environment.
Metadata about the distance between the camera and the user
Metadata about the orientation of the camera
Metadata about the focal length and possibly other lens parameters
Metadata about the location of the user's head in the video
Requirements on temporal alignment of the virtual environment
The specification shall support synchronisation between any combination of timed media data and timed metadata.
The specification shall aim to minimize the end-to-end delay
The specification shall aim to minimize the motion-to-photon delay
Requirements on messaging and control signalling
NOTE: Requirements on messaging and control signalling are for further study.

Media Format
The media format is one used for describing captured and processed media content. 
It shall support a list of media geometry types, including sphere and rectangular box.
It shall support content with nested geometry types.
It shall support switching among content with different geometry and nested geometry types.
It shall support how content at different locations are spatially related.
Presentation Format
The presentation format is one used for presenting captured and processed media content on one or more display devices. 
It shall support viewports with translations and orientations in 3/2/1 dimensions 
It shall support viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations.
Orchestration Format
The orchestration format is one used for organizing and orchestrate captured and processed media content potentially from one or more sources onto one or more display devices. 
It shall support orchestration in time
It shall support orchestration across space.
It shall support orchestration in terms of logical compositions.  
Interactivity
[bookmark: _Hlk488329348]The specification shall support dynamic metadata that provides alternative viewport information in an immersive presentation. “Alternative” means that the viewport would change independent of user input, e.g. by head motion. 
Example: a director’s cut; following where a friend is looking
Note: This metadata would provide guidance to the player; it does not enforce any player behaviour. Also note that this functionality may be easier on the user on 2D devices than in a Head-Mounted Display.
The specification shall support metadata for altering the decoding and/or rendering of an immersive audio scene in a way that depends on the viewport. 
Example: when a user looks in a certain direction, the audio that is associated with that direction is amplified with respect to other audio sources in the scene, in a way that goes beyond just the normal directional rendering
Earcons
Requirement to be provided at MPEG 120
Requirements for Metrics in Immersive Services
This section contains requirements on Metrics to be used with Immersive Services and Applications. 
In this Section 3.1, “Specification” shall mean the part of the MPEG-I standard that will specify these metrics..

Please note that reporting metrics is not an obligation that any ISO standard will impose on any implementation of the Specification, and that some metrics may be contain privacy-sensitive information (e.g. gaze direction in an omnidirectional video). Reporting such metrics may be subject to user consent.
[bookmark: _Ref488390823]Viewport Metadata
The Specification shall support reporting the users’ viewport, in head-mounted displays as well as “flat” devices.





